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Executive Summary

This report addresses the United States’ regula-
tory conundrum with tech companies, from the 

viewpoint of a foreigner. The big question is whether 
Congress should create a new industry-specific reg-
ulatory system for digital platforms. Specifically, the 
question is whether regulation enforcement should 
continue through the adjudication of antitrust laws 
via the court system or whether it should be taken up 
by, for instance, the Federal Trade Commission (or 
other—maybe new—agencies). The former would 
stand firmly with the traditional limited-government 
approach, while the latter would be an expansion of 
the administrative state. If the US adopts the latter, 
it will follow a regulatory approach that is common 
in Europe instead of following its typical free- 
market approach.

Finding the balance between regulation and non-
regulation is no easy feat. Legislators often turn to 
adopting laws as their most effective tool, yet each 
reform poses the risk of unintended consequences. 
It’s a delicate dance to navigate the chasm between 
regulatory and free speech “absolutism.” This chal-
lenge is compounded by the fact that tech regulatory 
issues are complex, spanning multiple legal fields 
from antitrust to constitutional law, via criminal law 

and media law. Given these obstacles, the EU’s pro-
active approach may provide a valuable road map as  
the US plays catch-up.

The regulatory dilemma is much broader than 
what meets the eye, as tech regulation also includes 
safeguarding national security in the digital realm 
through ensuring data security and preventing cyber-
threats and cyberattacks. Furthermore, the emer-
gence of social media platforms and their widespread 
use have led to a host of challenges in terms of man-
aging IT. The use of social media for disinformation, 
propaganda, and manipulation has been a grow-
ing concern in recent years, and many governments 
are struggling to come up with effective solutions to  
combat these challenges.

Overall, the regulatory challenges faced by the tech 
industry are complex and multifaceted and require 
careful consideration and collaboration among gov-
ernments, regulatory agencies, tech companies, and 
other stakeholders. Balancing individual privacy 
rights, national security interests, and innovation will 
continue to be an ongoing challenge as technology 
continues to evolve and shape our lives in new and 
unforeseen ways.
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Tech regulation is tricky, and the EU and US 
have taken vastly different approaches. While 

the EU tends to jump in headfirst, the US often takes 
a wait-and-see approach. It is a classic dilemma of 
“the early bird catches the worm” versus “the sec-
ond mouse gets the cheese.” But as with most things 
in life, timing is key, and understanding the nuances 
of these contrasting strategies is crucial to navigating  
the ever-evolving tech landscape.

The US is at a historical crossroads and must 
decide whether to regulate tech companies’ activi-
ties. The question is whether enforcement should 
continue through the adjudication of antitrust laws 
via the court system or whether it should be taken 
up by, for instance, the Federal Trade Commission. 
The former would stand firmly with the traditional 
limited-government approach, while the latter would 
be an expansion of the administrative state. 

In other words, the US has to decide if it will follow 
the European Union’s path in adopting digital laws to 
limit the emerging powers of digital platforms or if it 
will stand firmly by its existing pro-competition legal 
frameworks supporting the free-market approach. In 
either case, European laws have an extraterritorial 
effect, often referred to as “the Brussels Effect,”1 and 
will influence US tech companies.

The “how to handle digital platforms” dilemma 
oscillates between seemingly completely opposite 
extremes, from free speech absolutism to regulatory 
absolutism. On the one hand, platforms are blamed 
for banning free speech via their voluntarily made 

“editorial decisions,”2 presumably protected under 
Section 230 of the Communications Decency Act 
of 1996.3 On the other hand, platforms are private 
actors whose editorial decisions are arguably expres-
sions of free speech themselves and thus protected 
by the First Amendment. One’s conclusions on reg-
ulating digital companies depend on one’s political, 
economic, or legal perspectives. Nevertheless, some 
main ideas determine the regulatory attitude.

Coming from a generally overregulated European 
legal culture, I understand the need for some kind of 
legal framework to keep power (in this case, private 
power) limited,4 actors accountable, and activities 
somewhat predictable—and I do not consider regu-
lation to be inherently wrong. However, after living  
in the US and watching the highly competitive tech 
market from the front row, I realize the picture is 
more nuanced. The regulatory dilemma is part of a 
bigger, more political and ideological battle. The out-
come will determine the future, in both economic and 
constitutional dimensions.

As a foreigner, it would be difficult and irrespon-
sible of me to either suggest the adoption of a com-
prehensive regulatory approach for digital platforms 
or encourage the US legislators to refrain from doing 
just that. The question of how to handle digital plat-
forms in the US is a complex and multifaceted issue 
that involves balancing the need for regulation with 
the desire to protect free speech and competition. The 
EU’s approach to regulating digital platforms offers 
valuable insights and considerations, but ultimately, 
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the decision about how to handle digital platforms in 
the US will depend on legislators’ political, economic, 
and legal perspectives.

Juggling Public Interests

In the digital age, tech regulation poses a complex 
and multidimensional challenge for governments 
and policymakers worldwide as it is at the cross-
roads of multiple, seemingly colliding national and 
public interests. Balancing the need for regulation 
and national security with the desire to protect free 
speech, competition, and economic interests is a  
delicate task that requires careful consideration of 
multiple perspectives and competing interests.

Navigating Constitutional Status, Political 
Intentions, and Economic Interests. First, US 
leaders have to decide if they will preserve the exist-
ing framework for competition enforcement through 
the court system5 or instead move toward a stronger 
administrative state, increasing the role of agencies 
and government actors while limiting corporate free-
doms. Delegating the issue to administrative agen-
cies might have been the default approach in earlier 
decades, but American judges, legislators, and lawyers 
have a newfound appreciation of the constitutional 
problems with excessive administrative discretion. 
Instead, Congress should take the lead in legislating 
the legal framework for these issues; agencies and 
courts will always have important roles to play, but 
they should be secondary to Congress itself. 

The decision to regulate the tech industry is closely 
tied to legislators’ political perspectives. Those who 
are more pro-regulation in general would likely 
favor a stronger role for the state in regulating the 
tech industry, while those who are more libertar-
ian would likely favor a more hands-off approach 
and a smaller role for the government. The balance 
between regulation and free-market principles is a 
key consideration.

Tech regulation is a question of national economic 
interest. “Letting the market work” may increase 
competition that leads to innovation, economic 

growth, and consumer welfare, which all are obviously 
national interests for any capitalist country.6 There-
fore, from an economic point of view, maintaining the 
current (unregulated) status quo seems beneficial.7

Refraining from tech regulation fits well with the 
constitutional concept of limited government—
accepted more broadly in America—and the uphold-
ing of checks and balances between different branches 
of power. There is ongoing debate regarding the bal-
ance between economic interests and constitutional 
principles, with some advocating for a laissez-faire 
approach and others emphasizing the importance of 
oversight from legislators, regulatory agencies, and 
the judiciary. Legislators may adopt rules and agencies 
may adopt guidelines to promote particular national 
interests (e.g., consumer welfare). At the same time, 
the judiciary must evaluate how those decisions affect 
specific actors (businesses, consumers, etc.). 

This constitutional structure of limited govern-
ment and the economic attitude of limited inter-
vention have coexisted for a long time in America. 
Changing either might depend on the contemporary 
political interests of the ruling party. 

Protecting National Security and Defending 
Against Foreign Influence. Tech regulation also 
encompasses the broader public interest of national 
security in the digital realm, including the need to 
address cyberthreats, enhance data security, and 
prevent cyberattacks.8 Tech innovation has opened  
Pandora’s box in security matters, introducing a new 
potential battlefield in cyberspace. Users’ privacy 
and data protection are one front of this battle,  
while the need for corporate- and state-level trans-
parency and accountability are another. Decreasing 
vulnerabilities is in everyone’s mutual interest. 

Tech regulation is a 
question of national 
economic interest.
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Defense against data breaches and cybercrimes 
is vital because these attacks can result in financial 
damage, the loss of sensitive personal information, 
and disruption to critical infrastructure.9 For exam-
ple, a data breach at a major financial institution 
could result in losing billions of dollars and compro-
mising sensitive financial data. Similarly, a cyberat-
tack on critical infrastructure such as a power grid or 
water supply system could have devastating conse-
quences for a country’s citizens. As a result, govern-
ments must prioritize defense against these types 
of attacks to protect their citizens and maintain 
national security.

Additionally, reducing cyberthreats in general is 
important because it helps create a safer and more 
secure online environment for all individuals and 
organizations. Cyberattacks happen every day all over 
the world and reach various industrial sectors, includ-
ing education, telecommunication, health care, and 
public administration.10 Thus, digital security needs 
new ways of preparation and alternative methods of 
investigation, compared to traditional law enforce-
ment methods.

One priority is to reduce the possibility of poten-
tial cyberattacks on state institutions and private 
corporations. The question is whether this could be 
achieved under the existing material and procedural 
legal framework or whether new rules are needed to 
address such challenges. If new rules are required, 
careful examination is needed to reveal which legal 
field should be reformed and how to achieve the best 
results and avoid possible unintended consequences.11

Avoiding foreign influence and reducing poten-
tial espionage activities in the digital sphere are more 
challenging than in the physical world. The first and 
probably best-known example is the bipartisan con-
cern about Chinese consumer technology.12 Presi-
dent Donald Trump’s executive order attempting to  
ban TikTok in 2021 warned that the app’s 

data collection threatens to provide the Govern-
ment of the People’s Republic of China (PRC) and 
the Chinese Communist Party (CCP) with access to 
Americans’ personal and proprietary information—
which would permit China to track the locations of 

Federal employees and contractors, and build dos-
siers of personal information.13

President Joe Biden rescinded the executive order 
but announced a replacement to evaluate whether 
several foreign-controlled applications could pose 
a security risk to Americans and their data.14 There 
is no evidence, however, that anything would pre-
vent China (or others) from buying personal data 
if TikTok were American-owned.15 This is mainly 
because US data protection laws are less elaborate 
and comprehensive than the EU’s General Data  
Protection Regulation (GDPR)16 and the conditions 
of the EU-US Privacy Shield—a framework for trans-
atlantic data flows adopted in 2016 that is applicable 
only to US-EU relations.17

Another example of a national security threat is 
platforms’ geopolitical potential, especially during 
wartime. Since Russia (re)started its war in Ukraine in 
February 2022, social media platforms have been used 
to reach the citizens of those countries.18 For instance, 
Meta, which operates Facebook and Instagram, intro-
duced safety features in Ukraine and Russia to pro-
tect users, which can be seen as a well-intentioned 
humanitarian move.19 In addition, Meta has estab-
lished a “special operations center” staffed by experts 
from across the company, including native Russian 
and Ukrainian speakers, who monitor the platform 
and take extensive steps to fight the “spread of mis-
information.”20 The special operations center also 
intends to implement more transparency and restric-
tions around state-controlled media outlets.

This is not the first time Meta has used a spe-
cialized team to respond to a geopolitical crisis. In 
August 2021, it used a group of experts to moni-
tor Taliban-related content after the Taliban seized 
power in Afghanistan.21 In February 2021, Meta 
removed the main page of the Myanmar military for 
violating its rules on incitement to violence.22 The 
company said in 2018 that it had failed to curb hate 
speech and misinformation in Myanmar that fueled 
attacks on the Rohingya Muslim community there.23 

However, maintaining public order and secu-
rity is the role and task of a (nation) state—not 
unelected private entities. Social media platforms are  

https://constitutionaldiscourse.com/james-c-cooper-john-m-yun-competing-for-or-against-privacy-on-using-competition-law-to-adress-privacy-issues/
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not entitled to decide what is “good” or “bad” con-
tent; their choices are voluntary ones made by a 
private company and are not based on any legiti- 
mate authority.

The support Meta gives its users by allowing them 
to hide themselves and their acquaintances from 
their enemies could be seen as an excellent way to 
use social media. However, what if platforms decided 
to provide such technical support for the invaders—
for example, to reveal the location of platform users? 
A platform and its home government may have dif-
ferent perspectives on what counts as a good use of 
data when it comes to national security. One thing is 
sure: These decisions have a significant public effect, 
though they are made based on private consider-
ations and without legitimate authority derived from  
popular election or law.

In this form, the decisions might be supported by 
platform owners’ moral obligations to “do good” with 
their assets, though their profit-oriented nature may 
affect their ability to act solely based on moral and 
ethical convictions (if any).24 Adam J. White points 
out in an eye-opening article, “There has always been 
more to Google’s mission [“Don’t Be Evil!”] than 
merely helping people find the information they ask 
for.” Although Google’s mission of making informa-
tion “accessible and useful” “sounds value-neutral . . .  
one has to ask: Useful for what? And according to 
whom?”25 (Emphasis in original.) 

There are no common standards for defining 
“good,” and as mentioned, platforms act voluntarily 
when they attempt to do so. The big question is to 
what extent they are free to do that. In other words, 
what are the standards for platforms to determine 
“good” in their private spheres (within their auton-
omy in self-regulation), knowing that these con-
cepts and principles affect life outside the platforms  
as well?

Can Americans Have Their Cake and Eat It 
Too? To put it simply, do these public interests col-
lide? Does the legislature have to decide which is 
more important, promoting economic welfare or 
attempting to secure the internet? How can one mea-
sure, if at all, the prevalence of one to the detriment 

of the other? Overall, while these public interests 
may seem to be in conflict, they could be reconciled  
without tilting the balance of the branches of power.

Strategic Planning: Observing Europe?

The EU and the US have different approaches to 
regulating the digital economy, but they inevitably 
influence each other. Therefore, two particularly sig-
nificant technical and legal externalities must be con-
sidered when designing regulations.

First, tech innovation (and its potential regulation) 
has spillover effects in other sectors of the economy. 
Thus, adopting certain rules around tech regulation 
may trigger unintended consequences elsewhere.26 
Therefore, designing any digital rules necessitates 
broad social consensus and cautious planning.

Second, tech innovations and state-level regulatory 
solutions reach across national borders due to the 
transnational features of digital markets. Since rules 
adopted in one jurisdiction (e.g., in the European 
Union) will necessarily affect others (like the US), 
strategic planning is needed to find the best possible 
legislative solution. As mentioned, the rules adopted 
in the EU to promote and support the “proper func-
tioning” of the single market have extraterritorial legal 
effects. This is the so-called Brussels Effect, defined 
by Anu Bradford.27 The Brussels Effect shows how  
the EU affects business globally “by promulgating  
regulations that shape the international business envi-
ronment, elevating standards worldwide, and lead-
ing to a notable Europeanization of many important 
aspects of global commerce.”28

That is why, regardless of US regulatory move-
ments in the tech industry, the EU’s legislative 
machine will influence the US system, because 
American digital companies operate in the EU, which 
is vital to consider with strategic planning.

The EU has a more comprehensive and proac-
tive approach to shaping policy in areas such as data 
privacy, consumer health and safety, environmen-
tal protection, antitrust, and online hate speech. 
For example, the EU has already adopted the GDPR  
(a regulation, replacing the former directive) to 
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provide a higher level of protection to citizens’ per-
sonal data. In addition, the EU established the Privacy 
Shield framework with the US to regulate transatlan-
tic data flows.

Recently, the EU has adopted the Digital Ser-
vices Act and the Digital Markets Act under the Dig-
ital Single Market strategy umbrella—that is, an 
effort to give Europeans access to information and 
commerce across borders while maintaining strong 
consumer-protection requirements.29 The Digital 
Services Act proposes to upgrade liability and safety 
rules for digital platforms, services, and goods and 
take further steps toward completing the Digital Sin-
gle Market. The Digital Markets Act addresses the 
negative consequences arising from certain behav-
iors by platforms acting as digital gatekeepers to the  
single market. Its political ambition is “[to ensure] 
fair and open digital markets.”30 The proposals are 
ambitious and in line with the EU’s intentions to lead 
digital legislation all over the globe and strengthen  
its digital sovereignty.31

In contrast, the US has a more hands-off approach 
to regulation, focusing on promoting competition 
and innovation in the tech industry. The Federal 
Trade Commission and the Department of Justice 
are responsible for enforcing antitrust laws and pro-
tecting consumers. However, there have been calls  
for more comprehensive regulation in the digital 
sphere, particularly regarding data privacy and online 
hate speech.

Overall, the EU’s approach is more ambitious, 
proactive, comprehensive, and prescriptive com-
pared to the US approach, and it is tough to compare  
these systems. 

Navigating the Social Dilemma

The role of social media platforms has changed 
significantly since they first emerged. Platforms 
have become very powerful,32 because of not just 
their increasing size or market power but also their 
access to all kinds of personal data33 and their abil-
ity to apply algorithms and artificial intelligence 
to enhance users’ experience—and increase their 

profits. As these technologies have developed, the 
platforms have gone from being relatively simple 
photo-sharing and messaging apps to having a more 
significant impact on society and the economy.

For example, Facebook grew from an online photo- 
book designed for Harvard students into a globally 
operating online social media and networking ser-
vice that enables users to share content (including 
political information) and ads and reach the masses 
almost instantly. As a side effect of the popularity of 
online social networking, users (including decision 
makers and politicians) started using social media 
platforms for multiple purposes: for information and 
commerce but also political persuasion, even disin-
formation. Recently, Meta ended up intervening in 
a war between two sovereign nations, Ukraine and  
Russia. And besides “doing good” by blocking its 
users’ geographical locations, it “does evil” when it 
facilitates incitement to violence against Russians  
on the platform.34

Reforms have not kept up with these digital plat-
forms’ tech development and increasingly pow-
erful role. A static legal environment can have 
political consequences. For example, the Cambridge 
Analytica scandal and its continuing ripple effects,35 
leading up to the Mueller report on the alleged  
Russian interference with the 2016 presidential elec-
tions,36 relit the spark of the “social dilemma.”37 
This all shows the difficulties of how to tackle IT  

Reforms have not  
kept up with these 
digital platforms’  
tech development  
and increasingly 
powerful role.
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regulation,38 especially because different—seemingly 
concurrent—public interests are affected by tech  
regulation or nonregulation.

Although we can find some bad examples of 
using—and misusing—digital platforms, it is not 
necessary to draw rigid conclusions based on those. 
For instance, city transportation services should not 
be canceled because a few passengers cheat on pur-
chasing tickets. There are alternatives to existing  
legal solutions to address new challenges. 

In the case of platforms, decision makers should 
evaluate whether existing antitrust rules, contrac-
tual laws, and criminal laws can tackle the potential 
misuse of social media. It is probably unnecessary 
to control each segment of platform operation just 
to address security issues or avoid interventions in  
elections or wars. There is obviously no guarantee 
that social media platforms will operate “fairly” and 
in a nondiscriminatory way, though there is no evi-
dence so far that algorithms are manipulating users  
or influencing their decisions illegally.

One must consider whether the platforms’ poten-
tial opportunity to manipulate users is (in itself) 
enough to adopt a preventive regulatory framework. 
I do not intend to suggest that there are no valid con-
cerns regarding the operation and influence of dig-
ital platforms or that there are no material breaches 
of laws when we consider the overall picture. There 
are. Nevertheless, there are some existing solutions 
to address data breaches and similar relevant crimes. 
If the existing rules prove to be ineffective, reforms 

should be carried out. However, presuming that those 
who have power will misuse it is questionable. 

Communist regimes once stifled innovation and 
progress by requiring people, in effect, to “prove their 
innocence”—that is, to categorically prove, to the 
government’s satisfaction, that an innovation was 
good and safe. It was disastrous, and in our time, it 
would be equally disastrous to regulate new tech-
nological innovation with a kind of “precautionary  
principle” that prohibits progress unless it can be 
proven completely safe and good, to the govern-
ment’s satisfaction. Such an approach stifles the 
marketplace for ideas and ultimately all the other 
marketplaces that benefit us too.

In the coming months and years, the US should  
not race to imitate Europe. At the very least, it should 
see how the European Union’s detailed rules for the 
digital economy actually work out. By monitoring 
European reforms, the US can gain insight into how 
the market and consumers react and make informed 
decisions about which public interests to prioritize. 
The EU may be an early adopter of these regulations, 
but the US can still benefit by taking a more cautious 
approach and timing its decisions accordingly.
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